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Message Passing (Graph) Neural Network

• In our previous research1, we generalize spatial and spectral GNN by

• Spatial Methods are defined by C matrices

• Spectral Method defined by

• Where transition can be written by  

Convolution Support Node Features Trainable Parameters

1 Balcilar et al. Analyzing the expressive power of graph neural networks in a spectral perspective. ICLR2021.



Expressive Power of GNN

• Universality of the GNN depends on 
• ability to produce different output for non-isomorphic graphs.

• 1-WL=2-WL <3-WL<4-WL<......<k-WL

• We can classify GNN by equivalence of WL test order

• k>2, k-WL GNN needs 
• O(n^(k-1)) memory, O(n^k) CPU time

should be 
different



1-WL GNN (MPNN)    versus     k-WL GNN
• Pros:

• Linear memory&time complexity.
• Local update schema.
• Natural problems consist of graphs can 

be distinguishable by 1-WL.
• Their results are still competitive!

• Cons:
• Maps 1-WL equivalent graphs to the 

exact the same point on latent space.
• Cannot count some substructures that 

is informative many graph problems.
• Cannot solve many combinatorial 

problems on graphs that may needed.

Counting
triangles Minimum 

vertex covering

• Pros:

• Can distinguish up to k-WL equivalent graphs.

• Can count some substructures related to k.

• Can solve some combinatorial problems.

• Cons:

• O(n^(k-1)) memory, O(n^k) CPU time

• Non-local update schema.

• Unable to learn frequency relations.

• Their results are not better than 1-WL GNN on 
many realistic problems.



How to 
Increase the 
Expressive 
Power of 
MPNN

• Methods need massive data 
augmentation, they diverge slow.

• Add random noise to the nodes as 
extra node feature.

• Add unique identifier to the nodes as 
extra node feature. 

• Methods need feature engineering.

• Add features that cannot be 
obtained by MPNN as extra node 
feature.

• Weight sharing w.r.t some 
predefined substructures. 



Characterization of WL 
Test with MATLANG

• Recently, the connection between Matrix 
Language and WL-test was found.



Characterization of 
WL Test with 
MATLANG

• Three different Matrix Language and their 
connection to the WL test are given by:



How Powerful are 
MPNNs?
• Using connection between MATLANG 

and WL test, we proved these theorems.



New 1-WL MPNN with MATLANG
• Any GNN which can produce all sentences in                                                    

have exact the same power of 1-WL test. 

• GNNML1:  



Beyond 1-WL MPNN with MATLANG
• Any GNN which can produce all sentences in                                                    

have exact the same power of 3-WL test. 

• If we add ability to calculate                    

on to GNNML1, we can go beyond 1-WL.



How Trace operator helps?



How Elementwise Martix Mul operator helps?



Beyond 1-WL MPNN with MATLANG
• Any GNN which can produce all sentences in                                                    

have exact the same power of 3-WL test. 

• If we add ability to calculate                    

on GNNML1, we can go beyond 1-WL.

• However, MPNN does not keep power of adjacencies explicitly, thus cannot have 
its trace or elementwise multiplication.

• For instance, MPNN can have C31, with 3 layers of network by C(C(C1))



Beyond 1-WL MPNN with MATLANG

• Our solution is to design graph 
convolution supports which can be 
written by power series of graph 
adjacency (or graph laplacien).

• We have S+1 number of predefined  
initial graph convolution matrix in 
preprocessing step such as;

We used fixed 1-hop receptive field
M=A+I



Beyond 1-WL MPNN with MATLANG

• We can learn necessary power of convolution support by MLP as in;

• Then define GNNML3 forward calculations as;

Initial sparse convolution supports Learned sparse convolution supports



Pros and Cons of GNNML3
• Pros

• Except pre-procesing step, it needs linear time&memory
complexity.

• Graph convolution supports are aware of frequency of 
signal on graph.

• Since it can produce elementwise mul and trace of 
necessary power of adjacency, it is theoretically more 
powerful than 1-WL, experimentally equal to 3-WL.

• Because of receptive field mask, it has local update schema.

• Cons
• Needs eigendecomposition in preprocessing step. 

• Needs predefined frequency responses of graph 
convolution. 



Results

• How many pairs of non-isomorphic simple 
graphs that are either 1-WL or 3-WL equivalent 
are not distinguished by the models?

• Can the models generalize the counting of some 
substructures in a given graph? 



Results

• Can the models generalize downstream graph 
classification and regression tasks?• Can the models learn low-pass, high-pass and 

band-pass filtering effects and  generalize the 
classification problem according to the frequency 
of the signal?



Conclusion

• Except preprocessing step, we reach 3-WL 
expressive power with MPNN. 

• GNNML3 is as good as spectral graph convolution 
on problem depends on graph signal frequency.

• GNNML3 is as good as 3-WL equivalent GNN on 
problems depends on graph substructure
counting.

• GNNML3 provides compromises between
frequency awareness and structural awareness.

• It would give better result on mix problems 
(problem agnostic)


